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Abstract: This paper investigated the most profitable source(s) of profit maximization in commercial banks in Nigeria as a result of the available records from CBN. The data sets were based on the post-merger monthly income and expenditure of all the twenty-one licensed commercial banks in Nigeria for a period of eight years, equivalently ninety-six months. Commercial banks’ sources of income were classified into five categories: interests on loans and advances, commission on turnover, electronic banking charges, commission on sales of third party institutions such as sales of institution forms, and finally income from other investments such as sales of treasury bills, money market instruments, capital projects financing and so on; all these are considered as exogenous variables for which commercial banks’ expenditure is classified as endogenous variable. A number of assumptions underlying the use of econometric approach for modelling were confirmed using appropriate techniques. It was discovered that interests on loans and advances give the most profitable source of income while commission on sales of third party institutions happened to be the least means of profit. After proper variable scrutiny by stepwise selection procedure, a reliable econometric model was obtained for forecasting. The conclusions reached on this study resulted to a piece of very strong advice such that commercial banks should intensify efforts by all means to convince and encourage more customers on financial borrowings and, also increase the risks of financing capital projects with a view to maximizing profits in banking sector.
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INTRODUCTION

An application of statistical technique on a set of mathematical equations of an economic related data with a view to estimating the parameters involved and drawing statistical inferences on the estimated parameters to facilitate correct decisions on economic phenomena is simply termed econometrics. In another dimension, we can still define the word 'econometrics as the social science in which the tools of economic theory, mathematics, and statistical inference are applied to the analysis of economic problems. Yes, it is an amalgam of economic theory, mathematical economics, economic statistics, and mathematical statistics [4].

The Nigerian banking industry, which is regulated by the Central Bank of Nigeria (CBN), is made up of deposit money banks referred to as commercial banks, development financial institutions and other financial institutions which include microfinance banks, finance companies, bureau de change, discount houses and primary mortgage institutions. Specifically, banking industry consists of twenty-one commercial banks, five discount houses, five development finance institutions, fifty class ‘A’ bureau de change, five hundred and ninety-eight bureau de change, ninety-eight primary mortgage institutions, eighty-four finance companies and nine hundred and fourteen micro-finance banks. It is hoped that the present study, which is primarily focused on commercial banks alone, will model the commercial banks’ expenditure on their sources of profit, will determine the amount of variation in the commercial banks’ expenditure in connection with the available sources of income, and finally will determine the source with the highest profit.

Being a paper that discusses economic selection and modelling of sources of profit generation in banking sector, research revealed that sources of income in commercial banks are numerous; thus it has been classified into five major categories: interests on loans and advances, commission on turnover, electronic banking charges, commission on sales of third party institutions such as sales of institution forms, and finally income from other investments such as commission on treasury bills, money market instruments, etc; all these serve as exogenous variables while expenditure, which can be subdivided into various parts such as salaries, payment to service...
providers, annual replacement of equipment, expenses on recurrent expenditure, payment of dividend and bonus to shareholders as at when due, staff local and international trainings, and rent, is considered as endogenous variable. All these sources of expenditure are classified as one variable.

However, many people think that loan and advance are the same but are not. Though, both mean borrowings from one another, there are still lots of differences. Simply, loan means debt for personal or business purposes in which loan taker is responsible to return his taken money with interest; it is an amount borrowed from a bank or other institution that loans money. In this case, borrowers sign promissory note that states the terms and conditions of the loans and the length of time for repayment. Advance, on the other hand, is to get money from one another with mutual relationship. Though, in commercial banks, interests are charged on both loans and advances with a view to generating more income.

Moreover, COT, as abbreviated, means Commission On Turnover is another significant source of revenue in commercial banks. It is a charged levied on customers’ withdrawals on their current and/or domiciliary accounts. Currently, most commercial banks in Nigeria are charging 0.5% per one thousand naira meaning that for every one thousand naira withdrawal, five naira is charged as COT. It is always calculated at the end of every month applying the percentage on customers’ aggregate withdrawals from the first day to the last day of the month. The COT is a guaranteed income and as such is a very important source of bank revenue since customers mostly make withdrawals from their deposits. This gives the banks a two-way source of revenue as they (banks) charge interest on customers’ deposits lent to other people and consequently charge on amount withdrawn by the customers themselves. It is an approved source of revenue for banks according to CBN guidelines. It should be noted that some commercial banks may be flexible with their COT charges depending on the turnover of customers’ accounts.

Reasonably, one would expect some charges on any electronic alerts received either on phone or message or electronic mail. Some token amounts are charged in respect of any transaction alert. Anyway, this is optional to customers; this charge is made on customers’ accounts be it savings, current and/or domiciliary accounts on formal request for electronic alerts by the customers. Also, some amounts are being charged as commission on the sales of third party institutions such as sales of West Africa Examination Council (WAEC) forms, Joint Admission Matriculation Board (JAMB) forms, National Examination Council (NECO) forms and National Board for Technical Education Board (NABTEB) forms as well as any other institution forms. Meanwhile, income realized from financing capital projects, charges from keeping valuables, commission on treasury bills, money market instruments, and so on are all examples of income from other investments, which is the fifth source of revenue in commercial banks.

**METHODOLOGY**

In any econometric research, four important stages are expected to pass through in order to conclude meaningfully. These stages are: specification of the model, estimation of model parameters, evaluation of estimates and finally, evaluation of the forecasting power of the estimated model. The first and the most important step to take in attempting the study of any relationship between variables is to express this relationship in mathematical form, that is, to specify the model with which the economic phenomenon will be explored empirically. It involves the determination of the endogenous variable (regressand) as well exogenous variables (regressors). It also involves the determination of the mathematical form of the model. Scatter diagrams may be drawn to determine the shape and nature of the model. These diagrams will give more understanding about the expected results [4].

After the model has been specified (formulated), we must proceed with its estimation. In other words, we must obtain numerical estimates of the coefficients of the model. The estimation of the model is a purely technical stage which requires knowledge of various econometric methods, their assumptions and the economic implications for the estimates of the parameters. After the estimation of the model, we will proceed with the evaluation of the results of the calculations, that is, with the determination of the reliability of these results. The evaluation consists of deciding whether the estimates of the parameters are theoretically meaningful and statistically satisfactory. For this purpose, we use various criteria which may be classified into two groups: statistical criteria (1st-order tests) and econometric criteria (2nd-order tests). Statistical criteria are determined by statistical theory and aim at the evaluation of the statistical reliability of the estimates of the parameters of the model while econometric criteria are set by the theory of econometrics and aim at the investigation of whether the assumptions of the econometric method employed are satisfied or not in any particular case.

One of the objectives of any econometric research is to obtain good numerical estimates of the coefficients of economic relationships and to use them for the prediction of the values of economic variables. Therefore, forecasting is one of the prime aims of econometric research. Before using an estimated model for forecasting the value of the endogenous variable, we need to assess the predictive power of the model. It is conceivably possible that the model is economically meaningful and statistically and econometrically correct for the sampled period for which the model has been
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estimated, yet it may very well not be suitable for forecasting due, for example, to rapid change in the structural parameters of the relationship in the real world. The final stage of any applied econometric research is the investigation of the stability of the estimates, their sensitivity to changes in the size of the sample. We must establish whether the estimated function performs adequately outside the sample of data.

**DATA GRAPHICS**

The preliminary examination of most data is facilitated by the use of diagrams. Thus, diagrams prove nothing but bring outstanding features readily to the eyes; they are therefore no substitute for such critical tests as may be applied to the data, but are available in suggesting such tests, and in explaining the conclusions made on them. Several methods of data graphics are available in the literature but only two of them will be used in the present study.

**Scatter Diagram**

This is a diagram that shows the location of points (values) of both endogenous and exogenous variables on a rectangular coordinate system. Scatter Diagram enables us to study the data and gives more understanding about the result [5]. It is the first step (procedure) to be considered in analyzing a set of economic data using econometrics approach before embarking on any statistical test with a view to substantiating any conclusion made. The values of the exogenous variable are plotted against that of the endogenous variable. If all points in this scatter diagram seem to lie near a line, then the indication is that there is a linear relationship between the two variables involved. Otherwise, we can conclude that no linear relationship exists. With the aid of \( R \) statistical software, scatter diagrams are plotted accordingly.

**Box Plot**

Box plots are excellent tools for conveying location and variation information on data sets, particularly for detecting and illustrating location and variational changes between different groups of data [6]. During its application, response variables are plotted on vertical axis while factors of interest are plotted on horizontal axis. Means or medians as well as lower and upper quartiles are parameters required to put box plot in place thereby assumed that it is an effective tool for summarizing large quartiles of information and finally used for detecting outlier. Summarily, box plot is a very useful way to display data in which minimum, maximum, lower and upper quartiles including the median as well as outlying value(s) are obtained in a rectangular box aligned either horizontally or vertically. In this study, \( R \) statistical package was used to obtain the box plot.

**Some Assumptions of Econometric Modelling**

It is assumed that a linear regression model should be linear in both parameters and variables, exogenous variables are assumed to be non-stochastic, that is, values of regressors are considered fixed in repeated samples. Another important assumption in econometric modelling is such that expected value of the random disturbance term (residual) is zero, and also the same residual should equal variance (homoscedasticity). There should be neither multicollinearity nor autocorrelation problems between the disturbances, and finally there should be absence of outliers in the data sets [1].

**Statistical Procedures for Confirmation of Normality Assumption**

This is a very powerful assumption in econometric modelling. A normality check is a statistical process used to determine if a sample or a group of data fits a standard normal distribution; it can be performed either mathematically or graphically. Before the use of analysis of variance technique, residuals of the model are expected to behave well in such a way that values of the disturbances should not in any way far away from normal distribution. Two major approaches are considered in this study to verify normality assumption: **Anderson-Darling Normality Test** and **Jarque-Bera (JB) Test** of Normality.

**Anderson-Darling Normality Test:**

This test is used to test if a sample of data comes from a population with a specific distribution usually normal distribution. It is a modification of the Kolmogorov-Smirnov test and gives more weight to the tails than the Kolmogorov-Smirnov test. The Kolmogorov-Smirnov test is distribution-free test in the sense that the critical values do not depend on the specific distribution being tested but the Anderson-Darling test makes use of a particular distribution most especially normal distribution in calculating critical values. **A-squared** is the test statistic for Anderson-Darling Normality test; it is a measure of how closely a data set follows the normal distribution [2]. The null hypothesis for this test is that the data is normal. The statistic is stated as follows:

\[
A^2 = -n \left[ \sum_{i=1}^{n} (2i - 1) \left\{ \log z_i + \log(1 - z_{n+1-i}) \right\} \right] - n
\]

For:

\[
z_i = \Phi \left( \frac{x_{(i)} - \bar{x}}{s} \right), \quad \Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} du,
\]

where \( x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(n)} \) are the ordered observations, and \( s^2 \) is the sample variance. The null hypothesis of normality is rejected for large values of \( A^2 \) indicating that if we get **A-squared** that is fairly large, then we will get a small \( p-value \) and thus reject.
the null hypothesis. Hence, small **A-squared** value implies large *p-value*, meaning that null hypothesis cannot be rejected. This formular is embedded in *R*-statistical software.

**Jarque-Bera (JB) Test of Normality:**

The JB Test of Normality is an asymptotic, or large sample, test. It is based on the Ordinary Least Square (OLS) residuals. This test first computes the **Skewness** and **Kurtosis** measures of the Ordinary Least Square (OLS) residuals and uses the following test statistic:

\[
JB = n \left( \frac{S^2}{6} + \frac{(K - 3)^2}{24} \right),
\]

where \( n \) is the sample size, \( S \) is the Skewness coefficient, and \( K \) is the Kurtosis coefficient. For a normally distributed variable, \( S = 0 \) and \( K = 3 \). Therefore, the JB Test of Normality is a test of joint hypothesis that the values of \( S \) and \( K \) should be approximately zero and three respectively. In that case, the value of the JB statistic should be approximately zero. Hence, under the null hypothesis that the residuals are normally distributed, Jarque and Bera showed that asymptotically the JB statistic follows the chi-square distribution with 2 degree of freedom. If the computed *p-value* of the JB statistic in an application is sufficiently low, which is likely to happen if the value of the statistic is very different from zero, one can reject the hypothesis that the residuals are normally distributed. But if the *p-value* is reasonably high, which is likely to happen if the value of the statistic is close to zero, we do not reject the normality assumption [9].

**Statistical Procedure for Confirming Homoscedasticity Assumption**

The term ‘**homo**’ means ‘the same’ while ‘**hetero**’ means ‘**different**’ [8] therefore, homoscedasticity assumption means that the variance of each residual should be the same throughout. If the errors (residuals) fail to possess equal (but sometimes unknown) variance, the reliability of application of analysis of variance technique may be badly affected. Simply, the assumptions are such that the residuals are normally, identically and independently distributed with mean zero and constant but unknown variance leading to the test that all samples came from populations with identical variances [11]. For this case, we employ spearman’s rank correlation technique.

**Spearman’s Rank Correlation Test for Homogeneity of Variances:**

This is another way to test whether or not the data set is homogeneous. The statistical procedures involved are such that we obtain the residuals and compute the spearman’s correlation coefficients between the residuals and each of the explanatory variables. The simple interpretation is that if none of the coefficients is significantly high, it is an indication that the errors (disturbances) are homogeneous. But on the other way round, if any of these coefficients is significantly high, it shows the data sets are heterogeneous.

**Statistical Procedure for Confirmation of Orthogonality Assumption**

One of the problems being encountered by the estimates of linear econometric model is the existence of intercorrelations among the exogenous variables. Simply, when there is a complete absence of linear relationship among the predictor variables, they are said to be orthogonal. Thus, orthogonality means complete absence of linear relationship among the exogenous variables. This problem is also known to be multicollinearity; a situation whereby two or more exogenous variables are strongly intercorrelated. Hence, interpretation of the multiple regression models depend implicitly on the assumption that the predictor variables are not strongly interrelated [1]. It is usual to interpret a regression coefficient as measuring the change in the response variable when the corresponding predictor variable is increased by one unit and all other predictor variables are held constant. This interpretation may not be valid if there are strong linear relationships among the predictor variables. It is always conceptually possible to increase the value of one variable in an estimated regression equation while holding the others constant. The seriousness of the effects of multicollinearity seems to depend on the degree of intercorrelation as well as on the overall correlation coefficient. Thus, one might suggest that the standard errors, the partial correlation coefficients and the total \( R^2 \) may be used to test for multicollinearity. Yet, none of these criteria by itself is a satisfactory indicator of multicollinearity because of the following reasons:

(i) Large standard errors do not always appear with multicollinearity. (Cobb-Douglas Production Function is very good evidence). Furthermore, large standard errors may arise for various reasons and not only because of the presence of linear relationships among the explanatory variables.

(ii) The intercorrelations of the explanatory variables need not be high for the values of regression coefficients and their standard errors to be affected badly, that is, \( r_{x_i x_j} \) is not an adequate criterion by itself.

(iii) The overall \( R^2 \) may be high (relative to \( r_{x_i x_j} \)) and yet the results may be highly imprecise and insignificant with wrong signs and/or large standard errors [5].

However, a combination of all these criteria may help the detection of multicollinearity. In order to gain as much knowledge as possible as to the
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seriousness of multicollinearity, we suggest the application of Farrar-Glauber Test.

**Farrar-Glauber Chi-squared Test:**
A statistical test for multicollinearity has been developed by Farrar and Glauber in one of their books tagged ‘Multicollinearity in Regression Analysis’ in 1967. It is really a set of three tests. The first test is Chi-Square test for the detection of the existence and severity of multicollinearity in a function. The second test is an $F$ test for locating which variables are multicollinear while the third is a $t$ test for finding out the pattern of multicollinearity, that is, for determining which variables are responsible for the appearance of multicollinear situations. Only the first test would be considered in this study because we are interested only to know if there exist collinear variables. Farrar-Glauber considered multicollinearity in a sample as a departure of the predictor variables from orthogonality. Therefore, a chi-square test for the presence and severity of multicollinearity in a function with several explanatory variables is outlined as follows:

$$\chi^2_{cal} = -\frac{1}{2} \left( (n - 1) \frac{1}{2} (2p + 5) \right) \ln |R| .$$

The null hypothesis is such that no multicollinearity exists, that is, exogenous variables are orthogonal.

**Statistical Procedure for Confirmation of Existence of Serial Correlation Problem**
One of the standard assumptions in the econometric modelling is that the error terms (residuals) should be uncorrelated. Correlation in the error term suggests that there is additional information in the data that has not been exploited in the current model. Autocorrelation problem arises when the errors fail to be independent of each other [7]. It is expected that errors (residuals) should be independent in any situation, but if this condition does not hold, we say there is problem of autocorrelation in the data sets. When the observations have a natural sequential order, the correlation is referred to as autocorrelation.

**Durbin-Watson Statistic:**
This is a test that is aimed at determining whether there is dependency among the successive values of the error term. The most reliable and mostly used test for detecting existence of autocorrelation is Durbin-Watson Test having the statistic:

$$d = \frac{\sum_{t=2}^{n} (e_t - e_{t-1})^2}{\sum_{t=1}^{n} e_t^2}$$

and/or

$$r = \frac{\sum_{t=1}^{n} e_t e_{t-1}}{\sum_{t=1}^{n} e_t^2}$$

An approximate relationship between $d$ and $\hat{r}$ is $d \geq 2(1 - \hat{r})$ showing that $d$ has a range of 0 to 4. Recall that the statistic $d$ is used for testing the null hypothesis $H_0 : r = 0$ against an alternative $H_1 : r > 0$. Note that when $r \geq 0$, the errors are uncorrelated. Hence, from above, we can obtain $r$ from the relation: $d \geq 2(1 - \hat{r})$ [3].

**Computational Procedures for Estimation of Least Square Parameters**
Since it has been established that the sources of income in commercial banks in Nigeria are grouped into five categories: interests on loans and advances ($x_1$), commission on turnover ($x_2$), electronic banking charges ($x_3$), commission on sales of third party institutions such as sales of institution forms ($x_4$), and finally income from other investments such as commission on treasury bills, money market instruments, and so on ($x_5$), for which commercial banks’ expenditure is classified as endogenous variable, the appropriate linear model is stated as follows:

$$y_i = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_4 + \beta_5 x_5 + \ell_i , \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots 

\text{In matrix form, we have the model as follows:}

$$Y = X\beta + \ell$$

\text{From (b), we have:}

$$\ell = Y - X\beta$$

\text{Remember that the optimization problem is minimization of Error Sum of Squares (SSE) given by:}

$$\text{SSE} = \ell^{\top} \ell$$

$$\text{SSE} = (Y - X\beta)^{\top} (Y - X\beta)$$

$$\text{SSE} = (Y^{\top} - X^{\top} \beta^{\top}) (Y - X\beta)$$

$$\text{SSE} = Y^{\top} Y - Y^{\top} X\beta - X^{\top} \beta^{\top} Y + X^{\top} \beta^{\top} X\beta$$

$$\text{SSE} = Y^{\top} Y - 2X^{\top} \beta^{\top} Y + X^{\top} \beta^{\top} X\beta \quad \text{[for} \ Y^{\top} X\beta = X^{\top} \beta^{\top} Y]$$

Taking the partial derivative of SSE with respect to $\beta$:
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\[
\frac{\delta \text{SSE}}{\delta \beta} = -2X'Y + [X'X\beta + X'X\beta^1]
\]

\[
\frac{\delta \text{SSE}}{\delta \beta} = -2X'Y + 2X'X\beta \quad \text{for } X'X\beta \equiv X'X\beta^1
\]

Equate the Partial Derivative to zero in order to minimize error:

\[-2X'Y + 2X'X\beta = 0 \quad \Rightarrow \quad -2X'Y = -2X'X\beta \quad \Rightarrow \quad X'Y = X'X\beta \quad \text{[Normal Equation]}
\]

Therefore:

\[
\hat{\beta} = \left( X'X \right)^{-1} \cdot X'Y
\]

Equivalently:

\[
\begin{bmatrix}
\hat{\beta}_0 \\
\hat{\beta}_1 \\
\hat{\beta}_2 \\
\hat{\beta}_3 \\
\hat{\beta}_4 \\
\hat{\beta}_5 \\
\end{bmatrix} = \begin{bmatrix}
\sum x_1 \\
\sum x_2 \\
\sum x_3 \\
\sum x_4 \\
\sum x_5 \\
\sum x_6 \\
\end{bmatrix}^{-1} \begin{bmatrix}
\sum y \\
\sum x_1 y \\
\sum x_2 y \\
\sum x_3 y \\
\sum x_4 y \\
\sum x_5 y \\
\end{bmatrix}
\]

Statistical Procedure for Overall Test of Econometric Model using ANOVA Technique

ANOVA, as the name implies, is the acronym for Analysis of Variance. The aim of this method is to split the total variation of a variable (around its mean) into components which may be attributed to specific (additive) causes. To simplify the analysis, we will assume that there is only one systematic factor which influences the variable being studied. Any variation not accounted for by this (explanatory) factor is assumed to be random (or chance) variation, due to various random happenings. When we have a series of values of endogenous variable and the corresponding values of the exogenous variables, therefore, the Analysis of Variance (ANOVA) method concentrates on the values of the endogenous and studies their variation. However, whatever the relationship of the data being studied, the Method of Analysis of Variance (ANOVA) reduces the estimation of the two variances, and the comparison of these variances in order to establish whether the difference between them is statistically significant, or whether it is due to chance, in which case we conclude that there is no real difference between the variance-estimates [11].

Hence, the comparison of any two variances is implemented by the F-statistic and the F-tables. We simply define F-statistic as the ratio of any two independent estimates of variances, which can be obtained from sample data. Each estimate involves some loss of degrees of freedom. If we have any two independent variance estimates with \( v_1 \) and \( v_2 \) degrees of freedom respectively, their ratio has the F-distribution with \( v_1 \) and \( v_2 \) degrees of freedom. For this reason, F is called the variance ratio. The test aims at finding out whether the exogenous variables \( X_1, X_2, \ldots, X_p \) do actually have any significant influence on the endogenous variable. Formally the test of the overall significance of the regression implies testing the null hypothesis:

\[ H_0 : \beta_i = 0 \quad \text{vs} \quad H_1 : \beta_i \neq 0, \text{ for at least one } i \]

If the null hypothesis is true, that is, if all the true parameters are zero, then there is no linear relationship between endogenous and exogenous variables, equivalently we can say that the model is not statistically significant. If otherwise, then there is linear relationship between endogenous and exogenous variables, equivalently we can say that at least one of the model parameters is statistically significant. The test of the overall significance can be carried out using the
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Table-1: ANOVA Table (Theoretical)

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>Degree of Freedom</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>$F_{cal}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>$p - 1$</td>
<td>$SSR = \sum y^2 - \sum x_i y \hat{\beta}_i$</td>
<td>$MSR = \frac{SSR}{p-1}$</td>
<td>$F_{cal} = \frac{MSR}{MSE}$</td>
</tr>
<tr>
<td>Error</td>
<td>$n - p$</td>
<td>$SSE = \sum y^2 - \sum x_i y \hat{\beta}_i$</td>
<td>$MSE = \frac{SSE}{n - p}$</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>$n - 1$</td>
<td>$SST_0 = \sum y^2 - n \left[ \frac{\sum y^2}{n} \right]^2$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Note that $p$ is the number of all variables involved in the study, which is 6.

The decision rule is that we compare the calculated $F$ value with that obtain from statistical table, and reject the null hypothesis if the calculated $F$ value is greater than the tabulated $F$ value or equivalently, we reject the null hypothesis if $p$-value is less than the chosen level of significance usually 0.05.

Statistical Procedure for Computation of Confidence Interval

Although hypothesis testing is a useful procedure to test for the significance of the parameters, it sometimes does not tell the entire story [4]. It is often preferable to provide an interval within which the value of the parameter(s) in question would be expected to lie. These interval statements are called confidence intervals. To construct confidence intervals for the regression parameters, we also need to assume that the residuals are normally distributed with mean zero and constant but unknown variance. Consequent upon these assumptions, the $100(1 - \alpha)\%$ confidence interval for $\hat{\beta}_i$ is given by:

$$\implies \hat{\beta}_i \pm t_{\frac{1-\alpha}{2},(n-p)} \sqrt{\text{Var}(\hat{\beta}_i)}$$

Statistical Procedures for Computation of Coefficients of Correlation and Determination

There are various methods for measuring the relationship existing between/among economic variables out of which include correlation analysis. The term correlation may be defined as the degree of relationship existing between two or more variables. However, the degree of relationship existing between two variables only is simply called simple correlation; the degree of relationship connecting three or more variables is called multiple correlation while the degree of relationship between two variables only keeping one or more variables constant is simply known as partial correlation. But we shall discuss only the first two correlation coefficients.

Simple Correlation

As earlier defined, simple correlation is the degree of relationship that exists between only two variables where one is dependent and the other one is independent. This form of correlation may be linear; when all points of dependent and independent variables on a scatter diagram seem to cluster near a straight line, or non-linear; when all points seem to lie near a curve. There are some assumptions associated with simple correlation which include the following: interval scale of measurement is assumed; linearity in relationship always exists; all variables involved must be normally distributed and the level of relationship must be the
same throughout the range of the data. Two variables, however, may have a positive correlation, a negative correlation, or they may be uncorrelated (zero or spurious correlation). This holds for both linear and non-linear correlations. However, two variables are said to be positively correlated if they tend to change together in the same direction, that is, if they tend to increase or decrease together. In calculation, the coefficient of positively simple correlated variables fall within the range of 0< r ≤1. The closer the value of r to one, the stronger the relationship becomes and, the vice-versa. Therefore, Karl Pearson’s/Product Moment Correlation Coefficient between the two variables x and y can be obtained by the formular given as follows:

\[ r_{xy} = \frac{n \sum x_i y_j - \sum x_i \sum y_j}{\sqrt{\left[ n \sum x_i^2 - (\sum x_i)^2 \right] \left[ n \sum y_i^2 - (\sum y_i)^2 \right]}} \]

In the present study, Karl Pearson’s/Product Moment Correlation will be used to find the degree of relationship between the two variables involved ignoring the rank correlation method. This is because Karl Pearson’s/Product Moment Correlation Coefficients are parametric indicating that the assumptions for its application are stronger and more reliable.

Multiple Correlation
In Statistics, Multiple Correlation is a linear relationship among more than two variables. It is measured by the Coefficient of Multiple Determination, denoted by \( R^2 \), which is a measure of the fit of a linear regression. The square root of coefficient of multiple coefficient of determination gives multiple correlation coefficient. Multiple correlation is the type of correlation (degree of relationship) between the endogenous variable and a set of exogenous variables. It has similar characteristics as that of the simple correlation in terms of interpretation of signs and magnitudes. The only difference is that it measures the degree of relationship between endogenous variable and more than one exogenous variables whereas simple correlation measures the degree of relationship between two variables only. It’s denoted by the capital letter ‘R’ and computed as follows:

\[ R = \sqrt{1 - \frac{SSE}{SST_0}} \]

Computation of Variance Inflation Factor (VIF)
This measures how the variance of a particular regressor (exogenous variable) inflates or increases in association with other regressors. The interpretation is that if the value of Variance Inflation Factor falls between 5 and 10, then there is presence of multicollinearity in data sets. Hence, the computational procedure is stated as follows:

\[ VIF = \frac{1}{1 - R^2} \]

Statistical Procedures for the Selection of the Best Econometric Model
In building econometric model, it is possible that the full model might not be the best model; though it may be significant but not adequate. It may be too expensive to manage or there may be presence of high intercorrelated independent variables which may only add little to the predictive power of the model. Hence, the problem then is how to reduce the number of exogenous variables to be used in the final model as reasonable as possible. Several methods are available in the literature to perform the task of selection of the best equation but only one of these methods shall be discussed.

Stepwise Selection Procedure
This procedure is essentially a forward selection procedure but with the addition that at each stage there is possibility of deleting a variable. That is, a variable that entered in an earlier step may be deleted at a later stage. The calculations made for inclusion and deletion of variables are as for forward selection and backward elimination respectively. The first step is to start with the regression equation containing no variables in the model. After this step, as for forward selection, select the variable with highest correlation with the endogenous variable as the first variable to enter the regression equation and test the significance of the resulting equation. If not significant, then the model with only the constant term is the best. Hence, the third step is to select the next variable with the highest correlation with the endogenous variable as the first variable to enter and obtain the new regression equation and test for the significance of the regression coefficient of the new variable. If not significant then the previous equation is the best. Finally, test for significance of all the regression coefficients. If any of them is not significant, then drop the corresponding and go back to the preceding step. Thus, these procedures are embedded in the \( R \) statistical software [10].

EMPIRICAL RESULTS
In this section, we shall make use of all the formulae and procedures highlighted in the preceding subheading and discuss the results of the analyses one after the other. The computations of results of analyses shall be done with the aid of \( R \) statistical software/package with a view to reducing the tedium of calculations and, also to having accurate and reliable results.

Justification for Data Graphics
We have discussed extensively in the previous section what data graphics is all about. In this
subheading, we wish to present reasons why data graphics is necessary in the present research. It is intended to show preview of the kind of relationships that exist between endogenous variable and each of the exogenous variables; this is done by plotting scatter diagrams and, also to check whether or not outlier is present in the data sets with the help of box plot.

Interpretation of Figure 1: Since most of the points seem to lie near the straight line, it is an indication that there is linear relationship between commercial banks’ expenditure and interests realized from loans and advances within the ninety-six months period. The diagram shows that there exists a positive correlation between the two variables involved.

Interpretation of Figure 2: From the figure above, it shows that there is a linear relationship between commercial banks’ expenditure and commission on turnover; this fact is established as a result of nearness of the points to the straight line drawn. The preview of this diagram indicates that a positive correlation exists.

Interpretation of Figure 3: It can be depicted from the figure above that linear relationship exists between commercial banks’ expenditure and electronic banking charges. The implication of this fact is that electronic banking charges has positive contribution to the expenditure incurred in commercial banks in Nigeria.

Interpretation of Figure 4: Since most of the points are scattered around the straight line, it is an indication that the level of linear relationship between commercial banks’ expenditure and commission on the sales of third party institutions is very low over the period of ninety-six months. The diagram shows that the degree of correlation is nothing to write home about.
Interpretation of Figure-5: From the look of things, we can deduce that there is a positive link between commercial banks’ expenditure and income from other investments. The implication of this statement is that income realized from other investments such as capital projects’ financing, commission on treasury bills, money market instruments and so on, determines the level of expenditure in commercial banks in Nigeria.

Interpretation of Figure-6: From all indications, reasonably one can read and observe that there is no outlier in the data sets used for this study. Outliers, in Statistics, refer to relatively small or large values which are considered to be different from, and not belong to, the main body of data [12]. It is very obvious that there exists no outlying observation in the data sets, and this guaranteed the reliability of the results of analyses.

Verification of Normality Assumption on the Data Sets

As discussed previously, two important approaches were used to test for normality assumption on the data sets: Anderson-Darling and Jarque-Bera Normality Tests. The table below shows the results of these analyses when R statistical software was used.

<table>
<thead>
<tr>
<th>Required Information</th>
<th>Anderson-Darling Test</th>
<th>Jarque-Bera Test</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Size</td>
<td>$n = 96$</td>
<td>$n = 96$</td>
<td>Selected number of months to obtain the data for the study</td>
</tr>
<tr>
<td>Null Hypothesis</td>
<td>Data sets are normal</td>
<td>Data sets are normal</td>
<td>Conventional</td>
</tr>
<tr>
<td>Test Statistic</td>
<td>$A^2 = 1.764$</td>
<td>$S = 0.0032$, $K = 2.9986$, $JB = 0.00017 \approx 0$</td>
<td>These were obtained with the aid of R statistical software (CRAN)</td>
</tr>
<tr>
<td>$P$-Value</td>
<td>$P$-Value = 0.168</td>
<td>$P$-Value = 0.235</td>
<td>Generated by computer; embedded in R statistical software</td>
</tr>
<tr>
<td>Decisions</td>
<td>Normality assumption holds</td>
<td>No departure from normality</td>
<td>The rule is such that we should reject the null hypothesis if $P$-Value is less than the significance level</td>
</tr>
</tbody>
</table>

Table-2: Table of Application of Anderson-Darling and Jarque-Bera Tests of Normality

Brief Explanation: From the Table-2 above, it is crystal clear that the data sets were normally distributed. In short, both Anderson-Darling and Jarque-Bera Tests supported the decision to uphold the normality assumption.

Verification of Homoscedasticity Assumption on the Data Sets

A spearman’s rank correlation test was conducted on the residuals, and as such the following table gives the results after the application of R
statistical software. The procedure is that spearman’s rank correlation coefficients were obtained between the residuals and each of the exogenous variables. And, when none of the coefficient is significant high, we can say that error variances are the same.

**Table-3: Spearman’s Rank Correlation Test for Homogenous Assumption**

<table>
<thead>
<tr>
<th>Correlation Coefficients Between each of the Exogenous Variables and the Residuals (r&lt;sub&gt;exr&lt;/sub&gt;)</th>
<th>r&lt;sub&gt;1&lt;/sub&gt;</th>
<th>r&lt;sub&gt;2&lt;/sub&gt;</th>
<th>r&lt;sub&gt;3&lt;/sub&gt;</th>
<th>r&lt;sub&gt;4&lt;/sub&gt;</th>
<th>r&lt;sub&gt;5&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.0029</td>
<td>-0.0067</td>
<td>-0.0052</td>
<td>0.0049</td>
<td>-0.0034</td>
<td></td>
</tr>
</tbody>
</table>

**Interpretation:** Since none of the correlation coefficients between residuals and each of the predictor variables is significantly high, it shows that the disturbances (errors) are homoscedastic. Therefore, homoscedasticity assumption is **not** violated in the data sets.

**Confirmation of Orthogonality Assumption on the Data Sets**

As we have considered only one of the three tests of Farrar-Glauber Chi-squared Test, our intention in this situation is just to know whether multicollinearity problem exists in the data sets. From the application of the formular, the following table was generated:

**Table-4: Chi-squared Test of Orthogonality of Exogenous Variables**

<table>
<thead>
<tr>
<th>Required Information</th>
<th>Farrar-Glauber Chi-squared Test</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null Hypothesis</td>
<td>Exogenous variables are orthogonal</td>
<td>Conventional</td>
</tr>
<tr>
<td>Test Statistic</td>
<td>$\chi^2_{cal} = 8.56$</td>
<td>This was obtained with the aid of R statistical software (CRAN)</td>
</tr>
<tr>
<td>P-Value</td>
<td>P-Value = 0.273</td>
<td>Generated by computer; embedded in R statistical software</td>
</tr>
<tr>
<td>Decisions</td>
<td>No departure from orthogonality of exogenous variables</td>
<td>The rule is such that we should reject the null hypothesis if P-value &lt; 0.05</td>
</tr>
</tbody>
</table>

**Brief Explanation:** From table-4 above, it can be depicted that there is complete absence of intercorrelations among the exogenous variables. Therefore, the assumption of orthogonality of exogenous variables is not violated.

**Verification of Autocorrelation Problem on the Data Sets**

**Table-5: Durbin-Watson Statistic for testing Autocorrelations within the data sets**

<table>
<thead>
<tr>
<th>Required Information</th>
<th>Durbin-Watson Test</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null Hypothesis</td>
<td>No serial correlations / No problem of autocorrelation</td>
<td>Conventional</td>
</tr>
<tr>
<td>Test Statistic</td>
<td>$d = 1.965, r = 0.002$</td>
<td>This was obtained with the aid of R statistical software (CRAN)</td>
</tr>
<tr>
<td>P-Value</td>
<td>P-Value = 0.126</td>
<td>Generated by computer; embedded in R statistical software</td>
</tr>
<tr>
<td>Decisions</td>
<td>No serial correlations</td>
<td>The rule is such that we should reject the null hypothesis if P-value &lt; 0.05</td>
</tr>
</tbody>
</table>

**Brief Explanation:** We can deduce from the table-5 above that since the values of $d$ and $r$ are approximately 2 and 0 respectively, and still $p$-value exceeds the value of significance level (0.05), the null hypothesis should not be rejected indicating that autocorrelation problem can be tolerated.
Estimation of Ordinary Least Square Parameters

Recall that:

$$
\begin{bmatrix}
\hat{\beta}_0 \\
\hat{\beta}_1 \\
\hat{\beta}_2 \\
\hat{\beta}_3 \\
\hat{\beta}_4 \\
\hat{\beta}_5 \\
\end{bmatrix} = 
\begin{bmatrix}
\sum x_1 \\
\sum x_1^2 \\
\sum x_1x_2 \\
\sum x_1x_3 \\
\sum x_1x_4 \\
\sum x_1x_5 \\
\end{bmatrix}
\begin{bmatrix}
n \\
\sum x_2 \\
\sum x_2^2 \\
\sum x_2x_3 \\
\sum x_2x_4 \\
\sum x_2x_5 \\
\end{bmatrix}
-1
\begin{bmatrix}
\sum x_3 \\
\sum x_3^2 \\
\sum x_3x_4 \\
\sum x_3x_5 \\
\sum x_4 \\
\sum x_5 \\
\end{bmatrix}
\begin{bmatrix}
y \\
yx \\
yx \\
yx \\
yx \\
yx \\
\end{bmatrix}
$$

Putting all necessary summations, we obtain the following estimates with the aid of R statistical software:

$$
\begin{bmatrix}
\hat{\beta}_0 \\
\hat{\beta}_1 \\
\hat{\beta}_2 \\
\hat{\beta}_3 \\
\hat{\beta}_4 \\
\hat{\beta}_5 \\
\end{bmatrix} = 
\begin{bmatrix}
16.67869 \\
0.52512 \\
0.08244 \\
0.41978 \\
0.03852 \\
0.07908 \\
\end{bmatrix}
$$

Indicating that the initial estimated regression model is:

$$y = 16.67869 + 0.52512x_1 + 0.08244x_2 + 0.41978x_3 + 0.03852x_4 + 0.07908x_5$$

Analysis of Variance Technique for Testing Significance of the Initial Model

After careful application of all necessary formulae on how to obtain sum of square error and regression sum of square as well as mean square error and mean square regression, we came out with the following table:

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>Degree of Freedom</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F ratio</th>
<th>$F_{5,0.05}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>5</td>
<td>983.46</td>
<td>196.692</td>
<td>2.04</td>
<td>2.32</td>
</tr>
<tr>
<td>Residual</td>
<td>90</td>
<td>8674.90</td>
<td>96.388</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Interpretation: Estimated values in the tabl-6 above were obtained from the data sets and analyzed using R statistical package. Recall that the null hypothesis is such that the estimated initial model is not significant, and since the calculated $F$ value is less than the tabulated $F$ value, it indicates that the null hypothesis should not be rejected and we conclude that the estimated initial model is not adequate, or precisely we conclude that at least one of the parameters is not significant.

Confidence Intervals, Correlations, Multiple Coefficient of Determination and Variance Inflation Factor

Having applied all necessary formulae and being careful with all precautions guiding the use of the formulae discussed in our previous sections, we arrived at the following summary of estimates as being analyzed with the aid of R statistical software given in the table below:

<table>
<thead>
<tr>
<th>Confidence Intervals (95%)</th>
<th>Simple Correlations</th>
<th>Multiple Correlation</th>
<th>Multiple Coefficient of Determination</th>
<th>Variance Inflation Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.062 ≤ β₁ ≤ 0.124</td>
<td>$r_{xy} = 0.88$</td>
<td>$R = 0.89$</td>
<td>$R^2 ≈ 0.79$</td>
<td>$VIF = (1 - R^2)^{-1} = 4.81$</td>
</tr>
<tr>
<td>0.541 ≤ β₂ ≤ 0.987</td>
<td>$r_{xy} = 0.79$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.516 ≤ β₃ ≤ 2.671</td>
<td>$r_{xy} = 0.60$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−0.971 ≤ β₄ ≤ 1.384</td>
<td>$r_{xy} = 0.27$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.713 ≤ β₅ ≤ 1.930</td>
<td>$r_{xy} = 0.85$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Interpretations: When the estimates of confidence intervals (also known as confidence limits) are computed, the simple interpretation is that if the confidence limit passes through the origin (zero), the variable involved in this scenario is not statistically significant at a chosen level of significance. Results from table-7 show that only \(-0.971 \leq \beta_1 \leq 1.384\) passes through zero meaning that commission on the sales of third party institutions such as commission on treasury bills, money market instruments, sales of institution forms, etc does not have much contribution to the expenditure made in commercial banks in Nigeria while other sources of revenue contribute significantly.

Basically, one of the objectives of this study is to determine the source of income in commercial banks that produce the highest profit. Therefore, from the same table VII, it is obvious that interest on loans and advances is the highest source of profit while commission on the sales of third party institutions happens to be the least source. The implication of this is that commercial banks shouldn’t stop giving out loans and advances to interested customers, and should also be encouraged in financing capital projects because these two sources are the major determinants of profit maximization in commercial banks. In addition, COT also has about 79% positive contribution to profit maximization. This fact is obtained from the computation of simple correlation between the sources of income and the corresponding expenditure.

From the same table VII, however, the estimated value for multiple correlation indicates that all the sources of income covered in the present study has 89% positive relationship with expenditure meaning that the model formulated is approximately 89% reliable in all situations of its usage. This can further be explained such that the probability (chance) of any forecast made using the formulated model is 0.89; that is, it is 89% certain that the prediction made with the formulated model would be true and reliable. This chance is stronger and better since it is above average of 100%.

Coefficient of Determination computed in table VII shows that the coefficient is 0.79 indicating existence of about 21% variations in the expenditure of the commercial banks which cannot be accounted for by the sources of income under consideration. The implication of this estimate is that there are some other sources of income that are included in the present research or equivalently, there are some variations which are approximately 21% that cannot be explained by all the five sources of income mentioned in the present study. Invariably, only 79% of banks’ expenditure can be explained by the profits realized from all the sources of revenue under study.

It has been discussed in the previous subheading that Variance Inflation Factor (VIF) can be interpreted such that it is an indicator for detecting the presence of collinearity within the exogenous variables of the data sets provided that the value of VIF falls between 5 and 10. However, since the value of VIF does not fall between the range of 5 and 10, it is a clear indication that exogenous variables are not intercorrelated and, therefore the problem of multicollinearity does not exists.

Selection of the Best Model using Stepwise Method

As discussed, Stepwise Selection Procedure of the best model is very sound in scrutinizing variables that are most relevant and significant to formulate models that are adequate in the long run; this is because it comprises both backward elimination and forward selection methods. Its beauty is embedded in the R statistical package [10]. Having applied all necessary steps and be guided by all precautions involved in the usage of the method, the following final model is generated with the aid of R statistical package:

\[
y = 29.81265 + 16.48523x_1 - 13.59241x_2 + 8.44269x_3 + 14.99846x_4
\]

Finally, above model is recommended for forecasting as a result of its validity as well as reliability that is embedded in it.

Summary of Findings

The data sets, classified as interests on loans and advances, commission on turnover, electronic banking charges, commission on sales of third party institutions such as sales of institution forms, and finally income from other investments such as commission on treasury bills, money market instruments, and so on, which are termed as exogenous variables independent of commercial banks’ expenditure, were sourced from Central Bank of Nigeria (CBN). Scatter diagrams were drawn to preview the kind of relationship that exists between the expenditure of commercial banks and their income; it was discovered that only commission on sales of third party institutions such as sales of institution forms was not as significant as other sources of income. Box Plot was later sketched to detect the presence of outliers in the data sets but no outlier was found. Anderson-Darling and Jarque-Bera tests were used to investigate normality assumption. We realized that the data sets were all normal. Chi-squared and Spearman’s Rank Correlation tests were also implored to verify orthogonality and homoscedasticity assumptions. Having applied these two procedures, the data sets were free from collinearity and error variances were all the same. With the application of Durbin-Watson statistic,
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we discovered that no serial correlation problem indicating that residuals behave well.

From the computation of Analysis of Variance table, we found out that our initial model is not adequate, that is, one of the model parameters is not significant, and after variable scrutiny by Stepwise Selection Procedure, it was discovered that one of the exogenous variables: commission on sales of third party institutions such as sales of institution forms did not significantly contribute to the expenditure of commercial banks in Nigeria. And as such, its source of profit is not reliable. Results obtained from computation of confidence intervals showed that only one exogenous variable, which is commission on sales of third party institutions such as sales of institution form, etc, seem to have been weakened in terms of relationship with commercial banks’ expenditure.

CONCLUSIONS

So far, we were able to conclude that income realized from giving loans and advances to customers is the most profitable source and approximately 88% reliable, followed by income from other investments such as financing capital projects, commission on treasury bills, money market instruments, and so on, which is approximately 85% reliable, and thus commission on sales of third party institutions such as sales of institution forms was the least profitable source of income. We strongly advise that commercial banks in Nigeria should find all means to fast-track loans’ applications of their customers with a view to granting the approval as quick as possible.

Commercial banks in Nigeria should not rely on income realized as commission from the sales of third party institutions because from the present study, it was revealed that the source is not reliable and, commercial banks may be disallowed from acting as agents to institutions by issuance of circulars from Central Bank of Nigeria (CBN). We strongly advise that commercial banks in Nigeria should intensify efforts by all means to convince and encourage more customers on financial borrowings and, also increase the risks of financing capital projects with a view to maximizing profits in banking sector.

Finally, it is reasonable to conclude that for any commercial bank to make forecast within the scope of their sources of income and expenditure, \( y = 29.81265 + 16.48523x_1 - 13.59241x_2 + 8.44269x_3 + 14.99994x_4 \), should be used as the final model indicating that only four sources of income: interests on loans and advances, commission on turnover, electronic banking charges and income realized from other investments like part-taking in financing capital projects, charges from keeping valuables, etc, are both significant and adequate to make prediction.
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